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INTRODUCTION

● Blood cells can be separated into three types: erythrocytes, leukocytes, and 
platelets; 

● Complete Blood Count (CBC) provides information for diagnosing numerous 
diseases (Silva et al. 2022);

● The traditional method is performed manually, and it is time-consuming and 
susceptible to errors;  

● One of the challenges is to automate the classification of leukocytes or white 
blood cells (WBC), these cells are part of the immune system and protect the 
body against infections.



OBJECTIVE

● Compare different approaches to execute feature extraction and machine 
learning techniques to leukocyte images;

● The images were acquired using a novel hematological platform that performs 
CBC, and it was developed by Hilab, a healthtech company based on 
Curitiba;

● The main goal is to improve the reliability of the classification of leukocytes, 
reduce the time spent evaluating CBC, and consequently support 
laboratories, physicians, and patients. 



REVIEW OF LITERATURE

● The papers reviewed were from the past four years. The papers selected 
focused on the classification of WBC;

● Tiwari et al., 2018 proposed a double layer neural network and compared it 
with the application of Naive Bayes and Support Vector Machine;

● Hedge et al., 2019 proposed a comparison of image processing and deep 
learning techniques;

● Liang et al., 2018 combined a convolutional neural network (CNN) with a 
recursive neural network (RNN) to classify WBC;

● Macawile et al. 2018 applied three neural networks to classify WBC.



METHODS

● The images used in the experiments were extracted from CBC with the 
equipment developed by Hilab;

● The whole image with cells was labeled by experts and then cropped;
● Two image processing techniques were applied to extract the features, and 

three machine learning techniques were applied to the images. 



METHODS

Crops of WBC from the dataset: (a) neutrophil, (b) lymphocyte, 
(c) monocyte, and (d) eosinophil.



IMAGE PROCESSING

● Image processing resides in removing noise and irregularities present on 
digital images (Chitradevi and Srimathi, 2014); 

● Here, two image processing techniques were applied to extract the features 
from WBC individual images: Histogram of Oriented Gradients (HOG) and 
Local Binary Patterns (LBP);

● HOG was proposed by Dalal and Triggs in 2005 and calculates a local 1-D 
histogram of gradient directions for each cell present in the image;

● LBP was developed by Ojala et al. in 1996, and it is a technique that 
describes the texture and shape of an image. 



MACHINE LEARNING

● Classification is a machine learning technique to predict labels for data 
instances (Soofi and Awan, 2017);

● Here, three techniques were applied: Support Vector Machine (SVM), 
Extreme Gradient Boosting (XGBoost), and a Convolutional Neural Network 
(CNN), which is a deep learning technique;

● SVM is a technique that separates classes with the largest gap between the 
support vectors. It was first developed for two class problems that were 
linearly separated, but it was extended to multi-class problems and 
non-linearly separable using kernels (Chauhan et al., 2019). 



MACHINE LEARNING

● XGBoost was developed by Chen et al., 2016, and it consists of an ensemble 
technique that adds new models recursively until no improvements are 
detected. To reduce loss, a gradient descent algorithm is used;

● CNN are deep learning algorithms that, unlike classical ML approaches 
mentioned previously, can extract multiple features independently and provide 
several levels of abstraction. The algorithms convolve filters on input images, 
and this operation can extract features from the entire image (Chauhan et al., 
2018).



EXPERIMENTS

● The dataset used in the experiments consists of the four most common types 
of leukocytes: neutrophils, lymphocytes, monocytes, and eosinophils; 

Quantity of cell images by cell type



EXPERIMENTS

● The dataset used in the experiments consists of the four most common types 
of leukocytes: neutrophils, lymphocytes, monocytes, and eosinophils; 

● The classifiers were optimized using a grid search;
● The CNN used was trained from scratch, it was based on the All 

Convolutional Net (Springenberg et al., 2015);
● The experiments were performed using hold-out, with 70% of the data 

dedicated to training and 30% dedicated to validating.



EXPERIMENTS

● The dataset used in the experiments is imbalanced, so metrics as precision, 
recall and F1-score were used. 



RESULTS AND DISCUSSION

● The results were calculated for the four types of cells, and the mean was 
calculated. The best results for each metric are highlighted in bold.



RESULTS AND DISCUSSION

● The application of HOG, followed by the SVM classifier, obtained the best results among the 
selected techniques, with a precision of 0.8224, a recall of 0.7183, and a F1-score of 
0.7486;

● For all the methods, the recall was significantly lower than the precision;
● The performance was better applying HOG over LBP, which might be due to the 

characteristics of the techniques. For cell images, the format is more relevant than the 
texture, also as the images have low resolution, the texture extraction is limited;

● SVM performed better than XGBoost and CNN, which can be explained by the small 
quantity of samples. XGBoost and CNN require a large amount of data to perform better, as 
SVM is a large margin classifier, it performs better with a smaller amount of samples.

● CNN results could be improved by increasing the model size or using a hyperparameter 
search. 



CONCLUSIONS

● This paper compared different techniques for feature extraction and machine 
learning classifiers to classify leukocytes, aiming to reduce the time spent 
evaluating CBC;

● HOG combined with SVM obtained the best results amidst the proposed 
techniques;

● A suggestion for future works is implementing a class balancing technique to 
evaluate if the results improve;

● Further experiments with the CNN, increase the model’s size, apply data 
augmentation techniques, and implement a hyperparameter optimization.
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“Nature is written in mathematical language”
— Galileo Galilei, Italian astronomer, physicist and engineer
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