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• 15 Wind Turbines (WT);
• 2000kW rated power each;
• Rotor Diameter 90m;
• Rotor height 80m;
• August, 1st up to November, 20th, 2020;
• Installed Capacity 30000kW.

Wind Power Data Set



Proposed Method
Stacking Learning Ensemble
• Base Learners Layer-0:

• Gaussian process (GP);

• Support Vector Regression with linear 
kernel (SVR);

• k-Nearest Neighbor (kNN); and

• Random Forests (RF).
• Meta Learner Layer-1

• Ridge Regression (RR)
• Forecasting Horizon 

• 1 up to 12 hours-ahead
• Metrics

• Root Mean Squared Error (RMSE);

• Normalized RMSE (nRMSE);

• Mean Absolute Error (MAE); and

• Theil’s U Index (UT)



Results and Conclusion



• Accuracy and Forecasting Horizon:
• In 85.42% of all comparisons, the stacking combined with 

bagging ensemble has better accuracy than the stacking 
ensemble learning model;

• For one-hour-ahead forecasting, the stacking ensemble 
learning achieves forecasting errors lower than the 
combination of stacking with bagging ensemble approach 
according to all performance criteria;

• These two approaches have competitive results concerning the 
forecasting horizons of two and three-hours-ahead;

• Bootstrapping Samples
• Better forecasting results regarding the performance measures are achieved when
 30 bootstrap samples are considered in the ensemble structure, followed by 100, 50, and 10;

• Aggregation strategy
• Similar accuracy

Results and Conclusion


