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INTRODUCTION
• Dengue is considered a public health problem in 

tropical regions. The development of efficient 
forecasting models is important to supporting health 
care officials to optimally disseminate available 
resources in the dengue-prone areas. 

• In 2020 in Brazil, there were 979,764 probable cases 
reported (incidence rate of 466.2 cases per 100 
thousand inhabitants) (Brazil, 2020).

• There are a limited number of studies devoted to 
obtaining efficient forecasting models worldwide, 
especially for the Brazil case (Hoyos et al., 2021).



INTRODUCTION
• Climatic, demographic, 

and social factors 
makes the development 
of forecasting models a 
challenging task.

• Cooperative Ensembles 
models can handle with 
that the time series.

• Hybridize eXtreme 
gradient boosting 
(XGBoost) with 
metaheuristics for 
hyperparameters 
tuning can be a suitable 
approach for that.



OBJECTIVE

• The objective of this study is to explore the viability of 
using the Coyote Optimization Algorithm (COA) (Pierezan 
and Coelho, 2018), to tuning the XGBoost hyperparameters 
for the task of forecasting multi-step-ahead dengue 
incidence in Parana, Brazil.



DATASET 
DESCRIPTION

• The dataset refers to the Dengue 
cases number in PR available on 
DATASUS. 

• Dengue cases is the output 
variable.

• Lagged values of dengue  and 
exogenous variables such as 
precipitation (mm), maximal and 
minimum temperature (ºC), 
thermal amplitude, and humidity 
are considered as features. Figure 1:  Dengue cases over the time for PR 

state.



METHODOLOGY
• XGBoost with linear booster is used.
• Five different optimization methods are 

adopted for comparison:
• CS (Cuckoo Search Optimization).
• DE  (Differential Evolution).
• FFA (Firefly Algorithm).
• GWO (Grey Wolf Optimzer).
• GA   (Genetic Algorithm).

• Performance measures:
• MAPE (Mean absolute percentage 

error).
• RMSE (Root mean squared error). Figure 2:  Flowchart of proposed workflow.



RESULTS



RESULTS

Figure 3:  Predicted versus observd values. Figure 4:  Feature Importance.

Figure 5:  CD plot for RMSE. Figure 6:  CD plot for MAPE.



CONCLUSION
• This study proposed a novel combination of COA and XGBoost 

to forecast dengue cases multi-step-ahead for PR state.
• The performance of the proposed XGBoost model using COA was 

compared with XGBoost coupled with DE, CS, COA, DE, FFA, GA, 
and GWO for hyperparameters tuning.

• Regarding accuracy (average of RMSE and MAPE, over 30 runs), 
the proposed COA-XGBoost outperforms compared 
approaches.

• The ranking of feature importance is dengue cases lags, 
maximal temperature, precipitation, minimal temperature, 
humidity, and thermal amplitude.

• For future works
• Performing spatio-temporal analysis.
• Comparing COA-XGBoost with artificial neural networks and state-of-art 

methods.
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Thank you!

Any questions?


