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Introduction

• Wind power generation is one of the technologies of electric production

which still in development in Brazil;

• In 2018, wind energy represented 13.98% of the national energy

consumption and it supplied 38% of the population of Brazil, according to 2018

annual report of the Brazilian Wind Energy Association (ABEEolica);

• Due to the high level of uncertainty and the chaotic fluctuations in wind

speed, the wind energy is classified as intermittent source;

• Because of the chaotic and uncontrollable behavior, predicting wind energy

accurately as possible is a challenge;
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Introduction

Mega Watts NEWS/2017 Total 2017 NEWS/2018 Total 2018

Total Global 48996 521774 46820 568409

Total Americas 10572 123091 11940 135041

EUA 7071 89047 7588 96635

Canada 341 12240 566 12816

Brazil 2027 12769 1939 14707

Mexico 478 4006 929 4935

Argentina 24 228 494 722

Chile 269 1418 204 1621
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Objective

• This paper proposes an application of 

a stacking ensemble learning 

forecasting model that combines 

different algorithms 

(heterogeneous ensemble) to 

forecasting the wind power 

generation one-step ahead (10 

minutes ahead).
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Dataset

Observation of wind turbine

power generation every 10 minutes;

Turbine in a wind farm

located at Parazinho, RN, Brazil;

The dataset period starts from

August 01 2017 00:00h to

August 31 2017 23:50h

Observations number: 4439
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Dataset

Eight variables, Power is the system output, others are inputs.
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Dataset
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Methodology

• A Box-Cox transformation as preprocess;

• Four different algorithms (models) as base learners:

o - XGBoost (eXtreme Gradient Boosting)

o - MLP (multilayer perceptron) neural network

o - K-NN (K-nearest neighbors)

o - SVR-Linear (Support Vector Regression - Linear)

• Stacking

• Meta learner: SVR-RBF (SVR radial basis function)
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Methodology

• Performance measures:

• Statistical tests:
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Nemenyi testFriedman test

critical difference (CD)
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Samples from 4200 to 4300Prediction for whole dataset



Results

• Friedman test:

• 4
2 = 1252.6, 𝑝−value < 0.05

• There is no statistical difference between
STACK and SVR-Linear

• However, STACK presents statistically lower 
error than others models.

• CD = 0.16717, degrees of freedom = 6655,
𝑝−value < 0.05
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Nemenyi test:

Those algorithms that are not joined by a line 
can be regarded as different.

critical difference (CD)



Conclusion

• A stacking ensemble of 4 heterogeneous base-learner models and 1 meta-learner was proposed;

• Wind power generation forecasting one observation ahead was made;

• The stacking ensemble was composed by XGBoost, MLP, SVR-Linear and k-NN, as base-learners

in the first layer, and using SVR-RBF as meta-learner in the second layer.

• Stacking ensemble had a better performance than other approaches with individually analysis.

• For future works

• adopt different combinations of models in both layers of the stacking ensemble;

• increasing the number of base-learners.;

• increasing the number of steps ahead to forecasting.
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