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Introduction
• Efficient planning of resources are based

on accurate predictions;

• Data-driven decision-making approaches
can reduce the impacts of drought periods;

• Several studies have been developed for
nonlinear hydrological systems;

• Decomposition techniques alleviate the
adverse impacts of the series characteris-
tics;

• This paper applied diverse decomposition
modes to preprocess time series for daily
water level forecasting;

• A case study associated to a water station
system in Curitiba, Brazil.

Objectives
• Evaluating the exogenous variables by cor-

relation analysis;

• Using heterogeneous decomposition tech-
niques for data-preprocessing;

• Employing diverse machine learning (ML)
models with different learning processes.

Decomposition techniques
• Complete ensemble empirical mode de-

composition with adaptive noise (CEEM-
DAN);

• Empirical wavelet transformation (EWT);

• Seasonal-trend decomposition (STL);

• Variational mode decomposition (VMD);

Forecasting Models
• Bayesian Regularized Neural Network

(BRNN);

• Extreme Learning Machine (ELM);

• K-Nearest Neighbors (KNN);

• Multilayer Perceptron (MLP);

• Support Vector Regression with linear ker-
nel (SVRL) and RBF kernel (SVRR).

Conclusion
• SVRL, SVRR, and KNN consistently out-

performed other models;

• VMD-based models achieved superior per-
formance compared to those employing
CEEMDAN, EWT, or STL;

• Even when forecasting extreme patterns
over extended horizons, the VMD–SVRL
model forecasts achieved its objective;

• Signal decomposition techniques combined
with ML models offer a promising solu-
tion by accurately learning and predicting
these nonlinear relationships.

Case Study and Methodology
• Modeling a daily series (2018 - 2020) of a

water station system located in Curitiba,
Brazil;

• Decomposing the water reservoir level using
CEEMDAN, EWT, STL, and VMD into
modes;

• Forecasting using ML models within the
windows of 1 to 60 days ahead;

• Evaluating the models’ performance by im-
provement performance index (IP), mean
absolute error (MAE), and root mean
squared error (RMSE) criteria;

• The experimental setup generated 150 fore-
casting models, representing 30 unique
combinations across five forecasting hori-
zons.

Results

• For 1 day forecasting, the (G) CEEMDAN–
BRNN model presented the best perfor-
mance, and for the remaining horizons, the
(AC) VMD–SVRL model was the best.

• In overall, (AC) VMD–SVRL model
demonstrated the highest accuracy, while
the (N) EWT–ELM model exhibited the
lowest performance.
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